
Topic 9-

[Matrices ofLinear Transformations



Ex: Consider T : IR2-I defined by

T(E) = (8 -i)(5) = (x*y)
In the last section we saw that (8)
had eigenvalues x = 3, -1 and corresponding

eigenvectors ("P) , (9)
Let = (1) and i = (i) .
So
, T(a) =3 and T(5) = - 5

.

One can check that
a andts are

linearly independent , so B =[ ,]]

is a basis
for R?

Check this out :

Suppose We change
coordinate systems

to B .

Given a rector
in 13, decompose -

any rectur
can be~ =x + 25 .

=

written this
way.

TThen, Ex: = (3)
->

T (E) = T(c ,a +
(5)

i =2 + b

+ X

= A(c, + <5) Then, ⑮



= A(c) + A(c) +(m)
= T(s)

= c A + cA5
= (s)

= c ,.3 + 2)-5)↳
=3- 5 .

So
,
T turns B-coordinates [J

(ii)

into B-coordinates [TCE]p
= (-)

The matrix
that does this

is

(3)
since

((i) = Fil
--
-

computes buta andput

B-coordinates coordinates



We are now going to develop

a way to do this for

any basis B and linear

transformation To



Let: Let T : M
+ R" be a linear

transformation.
Let B = 2,2 , ...s

En)

be a basic for
R andW be a

basis for 12.

The matrix

[+> = (2+(1z(S+ (12) ... )[+ 1-10)
↑

&columns of matrix

is called th~Matrix
for T with

respect

If n =m
and B = X,

andst write for

Therem: With
T : R

*

- R&, B , W as above

RMIR

then one has
that j

= gT(v)'s matrix
coordinatest

U coordinates



Ex Let T : R-> RR" be defined as

above with T()
= (i)( Y ) = ( ***3) ,

and let B =[ , 5] where
i = ( ) , j = (i)
So
, B is a basis for R consisting of

eigenvectors of
R?

Let's compute [T]p = [T]
We have

T(a) = 3
= 32 + 05

02 - 5↳2plug & Write the
answer

into t in terms
of R

Then,

[T]p= ([(Bp([+ (5]p) = ( -i)
This is the matrix we got before.



What does it do ?

You give it p-coordinates
and it

computes T
but gives you

back

& coordinates .

if = (3) then
For example ,

[T]p[b)(i) = (e)
-

i =2 + b Thisme ) -

since ie
,
T() = G-b

(3) =2)"Y ) + (i) and its
true

sinceW
T( = 1 = (3)

= 6)"i) - (i)



ET : RETR"be defined by T()
= (i + )(y)

So
,
T(Y) = (3) ·

T is a linear
transformation .

Consider the
bases & = 2(b) ,

(il]and

and B= [(i) , (i)].

First we calculate [T]

+ ( ! ) = (= 8) = (2)
= 1 . (b) + 2 . (i)

-=
(6) - 1.(i)

·= (S+Dp((+(iii)
= (8 -i)

Note this is the standard basic matrix
for
T

.

It takes B coordinates
as input , computes

[

and gives youB
Coordinates as output.



An example is :

Let v = (2) -

Then
,
T( = ) = (2=2)

= (3)

Note that [i]p = (2) since
= 1 . (6) + 2 · (i) ·

And [+ (il] p
= (3) since T(

= (8) = 3 . (6) + 0 . (i)

And we have
that

[Hi[]p= (i -1)(i)
= (3)=D

T(r)'s
- B-coordinates
give the
matrix B
coordinates

Let's now change bases.

Lets pick B-coordinates
for the input to

I-coordinates for
the output
.

and B IR2

⑳Medient



Let's calculate [TJ
We have

T(b) = (2= :)
= (2) = a(i)

+ <(i)

+ (i) = (8 [i)
= (i) = b(i)

+d(i)
-
plug B into

T find the B'coordinates

Let's find a &c first .

Need to solve :

Ft(i)e. teit
To find bec we

have :

·itatit
Thus ,

T (b) = (2)
= ( ! ) + = (i)

T (i) = ( + )
= 0( ! )

- 1 . (i)

So ,

[+] = ([+ (61)p - (2+ (iip)



= (2(Bp -)[(p) = (iii)

How do we use this ?

[t] computes T .

It takes as inputs

B-coordinates
and outputs B cordinates

.

For example ,
take again = (2)

Then T(l
= (2) = (3) ·

We know that [] p= (2) because
= = (2) = 1 . (b)+ 2 . (i)

And ,

Ge = (i) -i)(2) = (2) = (iii)

Let's show that (sic) = [t( = 1 p

This is true
because

-Minat EXAMPLE



One cool thing about linear
transformations

is that they show you
what matrix[products are doing. They
are the

I

position of their
corresponding

COMI

linear transformations .

Let T : -IR
& and S : Re R3

therem:

be linear
transformations where

S(w) = Bu
T(v) =A and

B is kXM.[where A is mxn
and

transformation
and

Then , Sot
is a linear

(SoT)(v) = BAZ
= S(t()) is function position

Here (SoT) (v)

-Etot((E) = S(T(E)) = S(AI) BAIT



Ex: Let

T :R=I be T()
= (2= 3)

S : /R- R be >(5) = (2)

Then , +(5)=(i)
and 315)=)(i)

B
A

We have

(SoT)(Y) = S(T(Y))
=s(3)

= (x3)
= (i) s

Q
And, ]

E

W

BA(Y) = (i)):i)
So

(So+)(y)
= BA(Y) .


